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ABSTRACT 
Wc propose two new FPGA routing switch designs that are 
programmable to operate in three different modes: high- 
speed, low-power or slecp. High-speed mode provides simi- 
lar power and performance to a traditional routing switch. 
In low-power mode, speed is curtailed in order to reduce 
power consumption. Our first switch design reduces leakage 
power consumption by 36.40% in low-power vs. high-specd 
mode (on avcrage); dynamic power is rcduced by up to 28%. 
Leakage power in sleep mode is 61% lower than in high- 
speed mode. A second switch design offers a 36% smaller 
area overhead and reduces leakage by 28.30% in low-power 
vs. high-speed mode. The proposed switch designs require 
only minor changes to a traditional routing switch, mak- 
ing them easy to incorporate into current FPGA intercon- 
nect. The applicability of the new switches is motivated 
through an analysis of timing slack in industrial FPGA de- 
signs. Specifically, we show that a considerable fraction of 
routing switches may be slowed down (operate in low-power 
mode), without impacting ovcrall design performance. 

I. INTRODUCTION 
Technology scaling trends have made power consumption, 
specifically leakage power, a major concern of the semicon- 
ductor industry [l]. Continued improvements in tbe speed, 
density and cost of field-programmable gate arrays (FPGAs) 
make them a viable alternative to custom ASICs for digitial 
circuit implementation. However, the ability to program and 
reprogram FPGAs involves considerable hardware overhead 
and consequently, an FPGA implementation of a given cir- 
cuit design is less power-efficient than a custom ASIC im- 
plementation 181. Traditionally, research on FPGA CAD 
and architecture has centered on area-efficiency and perfor- 
mance. Low-power is likely to he a key objective in the 
design of future FPGAs. 

A number of recent studies have considered the breakdown 
of power consumption in FPGAs, and have shown that 6 0  
70% of dynamic and static (leakage) power is dissipated in 
the interconnection fabric 120, 21, 14, 18, 171. Interconnect 
dominates dynamic power in FPGAs due to the composi- 
tion of the interconnect structures, which consist of pre- 
fabricated wire segments with used and unused switches at- 
tached to each segment. Wirelengths in FPGAs are gener- 
ally longer than in ASICs due to the silicon area consunied 
by SRAM configuration cells and other configuration cir- 
cuitry. FPGA interconnect thus prcsents a high capacitive 
load, representing a considerable source of dynamic power 
dissipation. 
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Subthreshold and gate oxide leakage are the dominant leak- 
age mechanisms in modern ICs and both have increased sig- 
nificantly in recent technology generations. Subthreshold 
leakage current flaws between the source and drain terrni- 
nals of an OFF MOS transistor. It increases exponentially 
as transistor threshold voltage (VTH) is reduced to miti- 
gate performance loss at  lower supply voltages. Gate oxide 
leakage is due to a tunneling currcnt through the gate ox- 
ide of an MOS transistor. I t  increases exponentially as ox- 
ides are thinned, which is done to improve transistor drive 
strength in modern IC processes. Both forms of leakage 
generally increase in proportion to transistor width, and the 
programmahlc interconnection fabric accounts for the ma- 
jority of transistor width in FPGAs [IS]. 

Prior work on leakage optimization in ASICs differentiates 
between active and sleep (or standby) leakage. Sleep leak- 
age is that dissipated in circuit blocks that are temporarily 
inactive and have becn placed into a special ‘‘sleep state”, 
in which leakage power is minimized. Active leakage is t,hat 
dissipated in circuit blocks that are in use (“awake”). Note 
that unlike ASICs, a design implemented an an FPGA uses 
only a portion of the underlying FPGA hardware and that 
leakage is dissipated in both the used and the unused part of 
the FPGA. Today’s FPGAs do not offer sleep support and 
thus, it is valuable to consider FPGA circuit structures that 
can reduce both active and sleep leakage. 

The dominance of interconnect in total FPGA power con- 
sumption makes it a high-leverage target for power opti- 
mization. In this paper, we present two novcl FPGA rout- 
ing switch designs that offer reduced leakage and dynamic 
power dissipation. The designs can he programmed to op- 
erate in one of three modes: high-speed, law-power or sleep 
mode. In high-speed mode, power and performance char- 
acteristics are similar to those of current FPGA routing 
switches. Low-power mode offers reduced leakage and dy- 
namic power, albeit at the expense of speed performance. 
Sleep mode, which is suitable for unused switches, offers 
leakage reductions significantly beyond those available in 
low-power mode. The remainder of the paper is organized 
as follows: Section 2 presents related work and necessary 
background material. The proposed switch designs are de- 
scribed in Section 3. Section 4 analyzes the timing slack 
present in industrial FPGA designs implemented in the Xil- 
inx Spartan-3 commercial FPGA 1231 (a 90nm FPGA), and 
demonstrates that a large fraction of routing switches may 
operate in low-power mode, without compromising overall 
circuit performance. Experimental rcsults are given in Sec- 
tion 5.  Conclusions are offered in Section 6 .  
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Figure 1: Sleep leakage reduction techniques [4, 111. 

2. BACKGROUND AND RELATED WORK 
2.1 Leakage Power Optimization 
A variety of techniques for leakage optimization in ASICs 
have bccn proposed in thc literature; a detailed overview 
can bc found in 1191. Our proposed switch designs draw 
upon ideas from two previously published techniques for 
slccp leakage reduction, bricHy reviewcd herc. The first is 
to introducc sleep transistors into the N-network (and/or 
P-network) of CMOS gatcs [4], as shown in Fig. l(a). Sleep 
1.ransistors (MPSLEEP and MNSLEEP)  are ON when 
the circuit is active and are turncd OFF when thc circuit is 
in slccp modc, cffectively limiting the leakage current from 
supply to ground. A limitation of this approach is that 
in sleep mode, intcrnnl voltages in sleeping gates arc not 
well-dcfined and t,hereforc, the technique cannot be directly 
applied to data storagc elements. 

A way of dealing with the data rct,ention issue was proposcd 
in [Ill and is shown in Fig. l(b). Two diodes, DP and D N ,  
are introduccd in parallcl with the sleep transistors. In ac- 
tivc modc, l.he virtual VDD voltage (VVD) and the virtual 
ground voltage (VVGND) are equal to rail VDD and GND, 
rcspcctively. In sleep modc, the slccp transistors arc turned 
OFF and VVD = VDD - VDP, whcre VDP is the built-in po- 
tent,ial of diode DP. Likcwise, VVGND GND f VDN in 
sleep mode. Thc potential difference across the latch in sleep 
mode is wcll-defined and equal to VDD - VDP - VDN,  mak- 
ing data retcntiou passible. In sleep mode, both subthrcsli- 
old and gate oxide leakage arc rcduced as follows: 1) The 
reduced potential difference across thc drainlsource (VDS) 
of ail OFF transistor results in an cxponential decrcase in 
subtliresliold leakage. This effect is rcfcrred to  as drain- 
induced barrier lowering (DIBL) [IO]. 2) Gate oxide leakage 
decreases supcrlincarly with reductions in gate/source PO- 
tential diffcreuce (VGS) [IO]. 

2.2 FPGA Hardware Structures 
FPGAs consist,s of an array of programmable logic blocks 
that arc councctcd through a programmable interconnec- 
tiou rietwork. Most cornrricrcial FPGAs usc 4-input look-up- 
tables (4-LUTs) as the combinational logic clement in their 
logic blocks. 4-LUTs arc small mcmories that can irrrplement 
any logic function having no inorc tlian 4 inputs. Each 4- 

CLB 

Figure  2: Configurable logic block (CLB) t i le  i n  the 
Xilinx Spar tan-3  FPGA [23]. 

LUT is gcnerally coupled with a Hip-flop for implementing 
sequential logic. Logic blocks in modern FPGAs contain 
clusters of 4-LUTs and flip-flops. For example, the primary 
tile in the Xilinx Spartan-3 FPGA [23] is called a config- 
urable logic block (CLB) tile. A CLB contains 4 SLICES, 
each comprised of 2 4-LUTs and 2 Hip-flops, as shown in 
Fig. 2. FPGA interconncct is composed of variable length 
wirc segments and programmable routing switches. A switch 
and the wirc segment it drives are oftcu referrcd to as a rout- 
ing resource. In Spartan-3, LOCAL, DIRECT, DOUBLE, 
HEX and LONG routing resources are available. LOCAL 
r c s o u r c ~  are for connections internal to a CLB. DIRECT 
resources allow a CLB to connect to  one of its immediatc 
ncighhors. DOUBLE and HEX resources span 2 and G CLB 
tiles, respectively. LONG resources span the entire width or 
height of the FPGA. 

Pig. 3(a) shows a t,ypical buffered FPGA routing switch [13, 
18, 121. I t  consists ,of a multiplexer, a buffer and SRAM 
configuration cells. The multiplexer inputs (labeled il-in) 
conncct to other routing conductors or to logic block out- 
puts. The buffer's output connects to a routing conductor or 
to a logic block input,. Programmability is realized through 
the SRAM configurat,ion cells, which select an input signal 
to be passcd through the switch. 

A transistor-level view of a switch with 4 inputs is shown 
in Fig. 3(b) [18]. NMOS transistor trees are used to im- 
plement multiplexcrs in FPGAs 1121'. Observe that the 
buffer is "lcvel-restoring" -transistor MPI serves to  pull the 
buffer's input to  rail VDD when logic-1 is passcd through the 
switch [IS]. Without MP1,  if a logic-1 (VDD) werc passed 
through thc multiplcxer, a "weak-1" would appear on the 
multiplexer's output (VINT = VDD ~ VTH), causing M P 2  
to turn partially ON, leading to excessive buffer leakage. 

2.3 FPGA Power Optimization 
A numbcr of reccnt studics have considcred optimizing FPGA 
power consumption at the architccture or circuit level. [S] fo- 
cussed on rcducing dynamic powcr dissipation and proposed 
a low-energy FPGA fabric with logic and interconnect COLI- 

siderably diffcrent than tha t  of today's cornrnercial FPGAs. 
[ l G ]  considered dud-VDD FPGAs in which some logic blocks 
arc fixed to opcrate at high-VDD (high specd) and some are 

'Notc that full CMOS transmission gates arc generally not 
used to  imdcment multi~lcxers in FPGAs because of their 
larger area'and capacitance [IZ] 
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Figure 3: Tradi t ional  rout ing s w i t c h  abstract a n d  
transistor-level views [la, 121. 

fixed to operate at  1 o w - V ~ ~  (low-power hut slower). In 1151, 
the same authors extended their dud-VDD FPGA work to 
allow blocks to operate at  either high or IOW-VDD. Power 
trade-offs at  the architectural level were considered in 1141, 
which studied the effect of wire segmentation, LUT size and 
cluster size on FPGA power efficiency. Optimization of sleep 
mode leakage in FPGA logic blocks was addressed in [GI, 
which proposed the creation of fine-grained "sleep regions", 
making it possible for a logic block's LUTs and flip-flops to 
he put to sleep independently. In 171, the authors propose a 
more coarsc-grained sleep strategy in which entire regions of 
unused logic blocks may he placed into a low-leakage sleep 
state. 

To our knowledge, the only work to specifically address leak- 
age in FPGA interconnect is 1181, which applies well-known 
leakage reduction techniques to interconnect multiplexers. 
In particular, [la] proposes: 1) using a mix of IVW-VTH and 
high-VTrr transistors in the multiplexers, 2) using body-hias 
techniques to raise the VTX of multiplexer transistors that 
are OFF,  3) negatively biasing the gate terminals of OFF 
multiplexer transistors, and 4) introducing extra SRAM cells 
to allow for multiple OFF transistors on "unselected" niul- 
tiplexer paths. Our proposed switch designs involve changes 
to the switch buffer (not the multiplexer), and impose none 
of the advanccd process or biasing requirements of [la]. The 
leakage improvements offered by our designs are orthogonal 
to those offered hy [IS]. 

3. LOW-POWER ROUTING SWITCH 

The proposed switch designs are based on three key obser- 
vations that are specific to FPGA interconnect 

DESIGN 

1. Routing switch inputs are tolerant to '%e&-1" signals. 
That is, logic-1 input signals need not be rail VDD - it 
is acceptable if they are lower than this. This is due 
to the level-restoring buffers that are already deployed 
in FPGA routing switches (see Fig. 3(b)). 

2. There exists sufficient timing slack in typical FPGA 
designs to allow a sizable fraction of routing switches 
to he slowed down, without impacting overall design 
performance. We address this in the next section. 

3. Most routing switches simply feed other routing switches 
(via metal wire segments). This observation holds 
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Figure  4: Programmable low-power rout ing  switch. 

for the majority of switches in the Xilinx Spartan- 
3 FPGA 1231. Observation #I (above) permits such 
switches to produce "weak-1" signals. The main ex- 
ceptions to this arc switches that drive inputs on logic 
blocks. 

Based on these observations, we propose the new switch 
dcsign shown in Fig. 4. The switch includes NMOS and 
PMOS sleep transistors in parallel ( M N X  and M P X ) .  The 
sleep structure is similar to that  in Fig. l(b),  with diode 
D P  being replaced hy an NMOS transistor, M N X .  The 
new switch can operate in three different modes as follows: 
In high-speed mode, M P X  is turned ON and therefore, the 
virtual VDD (VVD) is equal to VDD and output swings are 
full rail-to-rail. The gate terminal of M N X  is left at  VDD in 
high-speed mode, though this transistor generally operates 
in the cut-off region, with its VGS < VTH. During a 0-1 
logic transition however, VVD may temporarily drop below 
VDD ~ VTH, causing M N X  to leave cut-off and assist with 
charging the switch's output load. 

In low-power mode, M P X  is turned OFF and M N X  is 
turned ON. The buffer is powered by the reduced voltage, 
VVD % VDD - VTH. Since VVD < VDD, speed is reduced 
vs. high-speed mode. IIowever, output swings are reduced 
by VTH, reducing switching energy, and leakage is reduced 
for the same reasons mentioned above in conjunction with 
Fig. l(h).  Lastly, in sleep mode, both M P X  and M N X  are 
turned OFF, similar to the supply gating notion in Fig. l (a ) .  

In addition to the switch buffer in Fig. 4, we also propose 
the alternate design shown Fig. 5 ,  which offers a different 
powerjarea trade-off. In the alternate design, the bodies of 
the PMOS transistors are tied to VVD, rather than the typ- 
ical VDD. This lowers the threshold voltage of the PMOS 
transistors in low-power mode (via the "body effect"), thus 
increasing their drive strength. In high-speed mode, as men- 
tioned above, VVD drops temporarily below VDD during a 
0-1 logic transition, and therefore, improved PMOS drive 
capability may also he exhibited in this mode. The hen- 
efit of stronger drive strength is that the sleep transistors 
can he made smaller, reducing the area overhead of the pro- 
posed switch vs. a traditional switch The downside is that 
the reduced threshold voltage of the PMOS transistors will 
likely lead to greater subthreshold leakage in tbese transis- 
tors vs. leakage in the initial design of Fig. 4. We refer to the 
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Figure  5: Rout ing  switch buffer a l te rna te  design. 

switch dcsign in Fig. 4 as the basic design and that in Fig. 5 
as thc alternate design. We investigate the characterist,ics of 
bath designs in our cxperimental study. 

In cssencc, the new switch designs mimic the programmable 
dual-VDD conccpts proposed in 116, 151, while avoiding the 
costs associatcd with true dual-VoD, such as distributing 
multiple power grids and providing multiple supply vnltages 
at t,he chip level. In traditional dual-VDD dcsign, lcvel con- 
verters arc requircd to avoid excessive leakagc when circuitry 
opcrating at low supply drives circuitry opcrating at high 
supply. However, in  this case, bccause of observation #1, 
no lcvel converters are required whcn a switch in low-powcr 
rnode drives a switch in high-speed mode. 

We envision that the sclection bctween low-power and high- 
speed inodcs can be rcalieed through an extra configura- 
tion SRAM cell in each routing switch. Alternately, to save 
area, the extra SRAM cell could be shared by a number of 
switchcs, all of wliidi must operate in the same mode. We 
expcct that today's comincrcial FPGA routing switches al- 
ready contain configuratioii circuitry to place them into a 
known state when thcy are unused. This circuitry can be 
used to select slecp modc, as appropriate. A key advam 
tagc of the proposed designs is that they have no impact on 
FI'GA router coniplcxity - the modc selection can be made 
at the past-routing stagc, when timing slacks are accurately 
known. 

Tlic relativcly low hardware cost and ncgligiblc software irn- 
pact make the proposed switch designs quite practical. We 
anticipate they can be deploycd in place of most existing 
routing switches in commercial FPGAs. 

4. SLACK ANALYSIS 
Thc hencfits of a routing switch that offers a low-power 
(slow) mode dcperid on there being a sufficient fraction of 
routing ICSoUrCeS that rnay actually operate in this mode, 
without violating design performance (timing) constraints. 
This depends directly on the amount of "timing slack" present 
in typical FPGA designs. In custom ASICs, any available 
slack is generally eliminated by sizing dawn transistors, sav- 
ing silicon area and cost. In the FPGA domain however, the 
device fabric is fixed, and therefore, it  is conceivable that for 
inany designs the available timing slack is substantial. 

To motivate our switch designs, we evaluated the timing 
slack in 22 routed industrial designs irnplcrnented in the Xil- 
iiix Spartan-3 FPGA (231 (described in Section 2.2). We 
used the Xilinx placement and routing tools to generate 
a performiuice-optiniized hyout for each design as follows: 
First, each design was placed and routed with an easy-to- 
meet (clock pcriod) timing constraint. Then, based on the 
performance achieved, a more aggrcssive coustraint was gcn- 
erated and the place and route took were rcexecuted using 
the new constraint. Thc entire process was rcpcated until a 
constraint that could not be rnct by thc layout tools was en- 
countered. We evaluate timing slack in the layout solution 
corresponding to the most aggressivc (but achievablc) con- 
straint observed throughout the cntire itcrativc process. By 
evaluating slack with respect to  such aggrcssivc constraints, 
we ensure that thc picturc of available tirriiirg slack wc gcn- 
crate is not overly optimistic. 

To gauge slack, wc irnplcrnented and applied tlic algorithm 
in [22], which finds a maxiinal sct of a dcsign's driverlload 
connections that may be slowcd down by pre-specified per- 
centage (without violating timing constraints). Tlic algo- 
rithm was originally used to  select scts of transistors to liavc 
high-VTx in a d u a l - v ~ ~  ASIC design framcwork. Since our 
ainl is to maximize the nunihcr of routing switches that op- 
erate in low-power mode, we altered the algorithm slightly to  
establish a preference for sclecting connections (to be slowed 
down) tliat usc larger numbcrs of routing switclres ill their 
routing solutions. In [22], each drivcrlload connection can 
be viewed as having "unit wcight". In our implemcntation, 
we employ a simple heuristic: each connection is assigned 
a weight corresponding to the number of routing switches 
in its routing solution. Instead of finding a maximum size 
set of connections that inay be slowed down (as in [ZZ]), 
we apply thc same algorithm to find a maximuin weight set 
of connectivns that may he slowed down. The interestcd 
reader is referrcd to 1221 for complete details. 

We performed three slack analyses for each design and con- 
puted sets of conncctions that rnay be slowed down by 25%, 
50%, aud 75%. Wc then determined tlic fraction af routiug 
resources that wcre used iii tlic routing of the selected COLI- 
ncctiolls - i.e. the fraction of used routing resources that may 
be slowed down. Tlic results are shown in Fig. 6 .  Thc ver- 
tical axis shows the fraction of routing resources that may 
be slowed down by a specific percemtagc, averaged across 
all 22 designs. The horizontal axis shows the main routiug 
resource types iii  Spartan-3. For each resource type, thrce 
bars represent the fraction of uscd routing resources of that 
type that may be slowed dawn. That is, the left-most sct of 
bars indicate that roughly SO%, 75% and 70% of used DOU- 
BLE resources may be slowed down by 25%, 50% and 75%, 
respectively. The right-most sct of bars in Fig. 6 provides 
average results across all ICSOUTCC types. Observe, for ex- 
ample, that -75% (on average) of all routing resources can 
be slowed down by 50%. The considerable slack in typical 
FPGA designs hodcs well for the proposed routing switch 
designs. 

5. EXPERIMENTAL STUDY 
5.1 Methodology 
Unless noted otherwise, all HSPICE simulation results re- 
ported in this paper wcre prodnced at 85°C using the Berkc- 
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Figure  6: T i m i n g  slack in  industr ia l  FPGA designs. 
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Figure 7 Model  for t rans is tor  gate oxide leakage [5] .  

ley Predictive Technology Models (BPTM) for a 70nm tech- 
nologV [Z]. The technology models were enhanced to account 
for gate oxide (tunneling) leakage using four voltage con- 
trolled current sources, as shown in Fig. 7, and described 
in 151. Both direct tunneling current (in an ON transistor) 
as well as edge-directed tunneling (in an OFF transistor) are 
modeled through current sources I G O N G S ,  I G O N G D  and 
IEDTSG,  IEDTDG,  respectivcly. The results presented cor- 
respond to an oxide thickness of 1 . 2 m  [l]. 

To study the proposed switch designs, we first developed 
a 16-input traditional routing switch (see Fig. 3(b)), repre- 
sentative of those in current commercial FPGAs 1231. The 
buffer was sized for equal rise and fall times, with the sec- 
ond invertcr stage being 3 times largcr than the first stage. 
The 16-tu1 input multiplexer was constructed as shown in 
Fig. 8, and we believe it reflects a reasonable trade-off bc- 
tween spccd and area. Two “stages” of 4- to1 multiplexer 
are used. Input-to-output paths through the multiplexer 
consist of three NMOS transistors. As in [18], S U M  con- 
figuration cells are assumed to he shared amongst the four 
4 - tu1  multiplexers in the first stage; thus, the entire 16-tu1 
multiplexer requires 6 SRAM cells to select a path from one 
of its inputs to its output. 

Having developed a traditional switch, we used i t  as a ba- 
sis for developing the proposed switch designs. Specifically, 
in the proposed designs, transistor M P X  was sized to pro- 
vide (high-speed mode) performance within 5% of the tradi- 
tional switch. Interconnect delay typically comprises about 
half of total path delay in FPGAs and therefore, a 5% in- 
crease in interconnect delay would produce a 2.5% perfor- 
mance degradation overall. We sized transistor M N X  to 
achieve 50% slower speed performance in low-power vs. high- 
speed mode. From Fig. 6, we expect that -75% of routing 
switches designed as such could operate in low-power mode 
in a typical design. Ccrtainly, the sizes of sleep transis- 
tors M N X  and M P X  can be adjusted to realize different 
area/powcr/performance trade-offs, as desired. We devel- 
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Figure  8: 16-to-1 mult iplexer  implementat ion.  
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Figure 9: Basel ine test platform. 

opcd both a basic version of the proposed switch (Fig. 4) as 
well as an alternate version (Fig. 5). Both versions have the 
same performance characteristics; however, in the alternate 
version, we were able to reduce the total width of the sleep 
transistors by 36% vs. the basic version. 

To study the power characteristics of the proposed switch 
designs, we simulate the conditions of a used switch in an ac- 
tual FPGA using the test platform shown in Fig. 9. The test 
platform corresponds to a contiguous path of three switches 
through an FPGA routing fabric; the multiplexers in all 
three switches are configured to pass input il to  their out- 
puts. Power and performance measurements are made for 
the second switch, labeled “test switch” in Fig. 9. Our power 
measurements include current drawn ffom all sources, in- 
cluding gate oxide leakage in the multiplexer and sleep tran- 
sistors. Subthreshold leakage current through the inputs of 
the test switch is not included, as this is attributable to the 
huffer(s) in the preceding switch stage(s). Note also that we 
ignore the power dissipated in the SRAM configuration cells. 
Since the contents of such cells changes only during the ini- 
tial FPGA configuration phase, their speed performance is 
not critical. We envision that in a future leakage-optimized 
FPGA, the SRAM configuration cells can he slowed down 
and their leakage reduced or eliminated using previously 
published low-leakage memory techniques (e.g., [9]). 

5.2 Results 
We first examine the difference in leakage power in low- 
power vs. high-speed mode. Two instances of the test plat- 
form are used: one in which all three switches are in high- 
speed mode, and one in which all three switches are in low- 
power mode (this produced the most pessimistic power re- 
sults for low-power mode). We simulated both the high- 
speed and low-power platforms with identical vector sets, 
consisting of 2000 random input vectors’. We captured the 
leakage power consumed in the test switch for each vector 

‘Random signals were presented to all 46 inputs in each test 
platform. 

606 



wlpvt logic-l o u l p ~ l  logic-0 
E 
-0 1254 

750 
'ii 500 : 250 
P O  

; 1000 

Ym Ieaksgn rsdYctlon (vs. highzpsed mode) 

a) Basic Switch design 

*In lsskage reduC1Ion (VS. high-speed mode) 

b) Alternate switch design 

Figure  10: Leakage reduct ion  results (low-power 
mode vs. high-speed mode). 

in hot,li plat,forms. The results for the basic switch design 
arc shown in Fig. lO(a). The horizontal axis shows the per- 
ccntagc reduction in leakage power in the low-power switch 
vs. th r  high-speed switch. The vertical axis shows the num- 
ber of vectors t,hat produced a leakage reduction in a s p e  
cific rangc. Observe that larger leakage reductions are real- 
ized when the switch output signal is logic-0 vs. logic-1, due 
primarily to  t,he different lcakage charactcristics of NMOS 
vs. PMOS devices. On avcrage, in the basic design, low- 
power modc offers a 36% reduction in leakage power com- 
pared with high-spccd modc. 

Fig. 10(b) givcs rcsults for the alternate switch design. Oh- 
scrve that, iuj rxpectcd, leakage reductions in the logic-0 
statc arc smaller than in the basic design (Fig. lO(a)), due 
to the lowcr threshold voltage (and incrcased subthreshold 
Icakxgc) of thc PMOS transistors when the switch operatcs 
in low-powcr mode. On average, the low-power mode of the 
alternat,e switch design offcrs a 28% reduction in leakago 
vs. high-speed mode. 

To cvahiatc sleep mode Icakage, we altercd thc tcst platform 
by attaching thc output of the test switch to rz different (non- 
selected) input of the load switch. We also configured the 
miiltiplcxcr in the test switch to disable all paths to  the mul- 
tiplexer output (SRAM cell contents are all Os). As above, 
we simrrlatcd the modificd platform with random vectors 
and found the average reduction in lcakagc power for slecp 
mode YS. high-speed mode to be 61%. Similar results were 
observed for both the basic and alternate switch designs. 

Routing conductors in FPGAs havc multiple uscd and un- 
used swit.chcs attached to them. Conscquently, we investi- 
gated the scnsitivity of the low-powcr mode results to al- 
tcrnatc fanout conditions. In onc scenario, wc augmented 
the test platform to include 5 unuscd switches (in sleep 
mode) 011 tlie test switch output. In a second scenario, the 
test platforiri was augmeiited to include 5 used switches on 
tlie test switch output. Average leakage power reduction 

Tab le  1: Leakaze power reduct ion  resu l t s  for basic _ _  
des ign  (unshaded)  and alternate design (shaded).  

results for all scenarios considered arc summarized in Ta- 
ble l ,  which gives the average percentage reduction in leak- 
age power far each scenario versus the proposed switch in 
high-speed mode. The unshaded portion of the table gives 
results for the basic switch design; the shaded portion of the 
table givcs results for the alternate design. Observe that the 
dependence of the low-power modc results on fanout is rel- 
atively weak - the results are slightly better in the inore 
realistic multi-fanout scenarios. 

Table 1 also gives data comparing the average leakage power 
of the proposed switch designs with that of the traditional 
routing switch (used as the development basis). The leakage 
of the proposed switch designs in Iiigti-speed mode is approx- 
imatcly equivalent to  that of the traditional switch. Thus, 
there is no significant "penalty" for deploying the proposed 
switch designs from the ledkage viewpoint, even if they are 
apcrated in high-speed mode. 

An PPGA implementation of a circuit uses only a fraction 
of the FPGA's available hardware resources 1211. I t  is there- 
fore possible that large rcgions of an FPGA may be "lightly 
utilized", and that the die temperature in lightly utilized re- 
gions is considerably lowcr than in heavily utilized regions. 
To gain insight into how the leakage results presented above 
scalc with temperature, we evaluated the leakage charactcr- 
istics of thc proposed designs at low tcmperature (25°C). 
The results are summarized in Table 2. The interpretatioii 
of the rows arid columns in Table 2 is the same as that of 
Table 1. 

Looking first at the 25°C simulation results for the single 
fanout scenario (row 2 of Table 2), we observe that the dif- 
ference hetweeu the two designs is less pronounced than at 
high temperature. This is cxplained by recalling that the 
superior leakage characteristics of the basic switch design 
are primarily due to its siiialler subthreshold leakage cur- 
reut (see Section 3). Subthreshold leakage increases expo- 
nentially with temperature, whereas gate oxide leakage is 
alrnost insensitive to temperature [3]. At low temperature, 
gate oxide leakage therefore comprises a significantly larger 
fraction of total leakage. Gate oxide leakage is smaller in 
the alternate vs. the basic design due to its srnaller sleep 
transistors. This lea+ to a narrower "gap" between the two 
desigils from the leakage perspective at low temperature. 
Similar results are evident for the alternatc fanout scenarios 
(cxtra used and unused fanout) 



Table  2: 25°C leakage power reduct ion resul ts  for ba- 
sic design (unshaded)  and a l te rna te  design (shaded) .  

In sleep mode (row 3 of Table 2), the alternate design actu- 
ally offers lower leakage than the basic design at  low temper- 
ature, again due to  the increased significance of gate oxide 
leakage. At high temperature, where subthreshold leakage 
dominates, the two designs exhibit roughly equivalent leak- 
age (sec IOW 3 of Table 1). Thus, although the smaller sleep 
transistors in the alternate design result in lower gate oxide 
leakage, they do not appear to yield a significant reduction 
in subthreshold leakage (in sleep mode). 

Finally, we evaluated the dynamic power benefits of low- 
power mode. We found that for the basic switch design, 
the switching energy consumed in low-power mode was 28% 
lower than in high-speed mode, due chiefly to  the reduced 
output swing and smaller short-circuit current in the buffer. 
Note however, that this may represent an optimistic esti- 
mate of the dynamic power reduction. The area overhead of 
the new switch vs. a traditional switch will lead to  a larger 
base FPGA tile, resulting in longer wire segment lengths 
and increased metal capacitance (higher dynamic power). A 
precise measurement of the area overhead for incorporating 
the new switch designs into a conimercial FPGA is difficult, 
as it depends on available layout space and existing transis- 
tor sizings, both of which are proprietary. Nevertheless, we 
attempt a rough estimate of the area overhead below. 

As mentioned previously, the lGinput traditional switch we 
began with requires 6 SRAM configuration cells. An addi- 
tional cell to control the switch mode increases the SRAM 
cell count hy -17%. Based on transistor width, we estirnatc 
the area overhead for the remainder of the basic switch de- 
sign (vs. the traditional switch) as -31%, mainly due to the 
need for relatively large sleep transistors. Certainly, routing 
switches in commercial FPGAs have additional configura- 
tion and teat circuitry beyond that shown in Fig. 3(b), which 
will reduce the area overhead of the proposed switch. Pes- 
simistically, we can w u m e  that deploying the basic switch 
design increases an FPGA's interconnect area by 30% and 
that  interconnect accounts for -213 (66%) of an FPGA's 
base tile area [HI. Given this, the overall tile area increase 
to include the proposed switch amounts to -20%. Assuming 
a square tile layout, the tile length in each dimension would 
increase by -9.5%. However, the metal wire segment rep- 
resents only a fraction of the capacitance seen by a switch 
output - significant capacitance is due to fanout switches 
that  attach to the metal segment. This "attached switch ca- 
pacitance" is unaffected by a larger tile length. Thus, 9.5% 
is a loose upper bound on the potential increase in capac- 
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Figure 11: Projected ti le area breakdown for t radi-  
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Figure 12: Leakage and area of switch designs. 

itance seen hy a switch output. The capacitance increase 
is surpassed considerably by the dynamic power reductions 
offered by the proposed switch. The projected tile area 
breakdowns for the traditional and hasic switch types are 
summarized graphically in Figs. l l (a )  and (b), respectively. 

We also examined the dynamic power characteristics of the 
alternate switch design and observed results similar to those 
of the basic design - switching energy was reduced by 29% 
in low-power vs. high-speed mode. As mentioned previ- 
ously however, the altcrnate switch dcsign has a consid- 
erably lower area overhead compared to the basic design. 
Applying the same "rough analysis used above, we expect 
that incorporating the alternate switch design into an FPGA 
would increase the base tile length in each dimension by only 
-6.5% (see Fig. l l(c)) .  

In summary, the results show that both of the proposed 
switch designs have attractive qualities: the basic design of- 
fers greater leakage reductions; the alternate design requires 
less silicon area. The leakage/area trade-offs between the 
switch designs are illustrated in Fig. 12; area and power val- 
ues in the figure are normalized to those of the traditional 
switch design. 

6. CONCLUSIONS 
Static and dynamic power dissipation in FPGAs is domi- 
natcd by that consumed in the interconnection fabric, mak- 
ing low-power interconnect a mandatory feature of future 
low-power FPGAs. In this paper, we proposed two new 
FPGA routing switch designs that  can be programmed to 
operate in high-speed, low-power or sleep mode. Leakage in 
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low-power mode is reduced by 3G40% vs. high-speed mode; 
dynamic power is reduced by up to 28%. Sleep mode of- 
fers leakage reductions of 61%. An alternate version of the 
switch design offers leakage reductions of 28-30% in low- 
power vs. high-speed mode, and has a 36% smaller area 
overhead. We showed that the timing slack in typical FPGA 
designs permits the majority of switches to  operate in low- 
power mode. The switch designs require only minor changes 
to  a traditional FPGA routing switch and have no impact 
on router complexity, making them easy to  deploy in current 
commercial FPGAs. 
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