ABSTRACT

We propose a new FPGA routing approach that, when combined with a low-cost architecture change, results in a 34% reduction in router run-time, at the cost of a 3% area overhead, with no increase in critical path delay. Our approach begins with traditional PathFinder-style routing, which we run on a coarsened representation of the routing architecture. This leads to fast generation of a partial routing solution where signals are assigned to groups of wire segments rather than individual wire segments. A Boolean satisfiability (SAT)-based stage follows, generating a legal routing solution from the partial solution. Our approach points to a new research direction: reducing FPGA CAD run-time by exploring FPGA architectures and algorithms together.

1. INTRODUCTION

As field-programable gate arrays (FPGA) become larger, the run-time required to execute the associated CAD tools is worsening. It can now take days to compile the largest industrial FPGA designs from HDL-to-bitstream. In the past, worsening CAD tool run-time was mitigated by increases in uniprocessor clock speed. However, this is no longer the case. High current density in modern processors has created a “power wall”, which restricts increases in processor clock speeds. The gap between the size of FPGA devices and the ability of CAD tools to handle them is widening with every process generation. In addition to decreasing productivity for hardware engineering, long run-times are an impediment to the adoption of FPGAs by software developers, who are used to compilation times measured in seconds or minutes, not hours or days.

Prior efforts to reduce FPGA CAD run-times focus on algorithmic changes [1, 2, 3, 4] or parallelization [5, 6, 7]. In this work, we reduce router run-time via a combined CAD and architecture approach. Interactions between CAD and architecture are known to affect FPGA speed, area and power; however, the impact of these interactions on run-time is not well-studied. We propose a new two-stage FPGA routing algorithm that takes advantage of increased flexibility in the FPGA switch block, resulting in reduced router run-time.

At a high-level, our routing approach works as follows: first, a PathFinder-style router assigns signals to small groups of wire segments, called wide wires, rather than to single wire segments. This is made possible by coarsening the routing resource (RR) graph, which allows PathFinder to terminate early. Second, an embedding stage assigns each signal from a wide wire onto one of the wire segments contained within. We express the embedding problem as a Boolean satisfiability (SAT) problem and use a SAT solver (MiniSat [8]) to solve it. The combination of this new routing approach with a modified routing architecture leads to router run-time reductions of up to 34% compared to standard PathFinder routing using VPR, with only 3% area overhead, and no increase to critical path delay.

Our approach bears some resemblance to two-stage global-detailed routing, where global routing assigns signals to entire FPGA channels, and detailed routing assigns signals to wire segments within those channels. In our case, however, the first stage assigns signals to small groups of wire segments rather than to entire channels, meaning that routing decisions can be made using detailed timing and congestion information, leading to high quality routes. We also introduce a new grouped routing architecture that allows embedding to find legal signal to wire segment assignments. In this paper, we make several contributions:

- A new two-stage routing approach that combines PathFinder with a SAT-based embedding.
- A new grouped FPGA routing architecture.
- A preliminary architecture exploration for the grouped routing architecture. We demonstrate architectures that, when combined with our new router, result in a 34% improvement in router run-time.

We believe our combined routing algorithm/architecture approach represents an entirely new direction for reducing tool run-time – one with fertile ground for further research. The remainder of this paper is organized as follows: Section 2 provides relevant background on FPGA routing algorithms and architecture, SAT, and previous work related to run-time-driven FPGA architecture design. The proposed two-stage routing approach is described in Section 3. In Section 4, we describe our grouped routing architecture. An experimental study appears in Section 5. Conclusions and suggestions for future work are offered in Section 6.

2. BACKGROUND

2.1. FPGA Routing

Fig. 1 depicts a basic island-style FPGA. Logic blocks (LB) connect to wire segments through programmable switches in connection blocks (CB). Wire segments connect to other wire segments using programmable switches in switch blocks (SB). Connections between LBs are made by turning on the appropriate switches in SBs and CBs.

FPGA routing is one of the most time-consuming stages in the CAD flow. It is responsible for finding routes for
connections between LBs, using wire segments and programmable switches. Naturally, no two signals may use the same wire segment. The two largest FPGA vendors, Xilinx and Altera, use a variant of the PathFinder negotiated congestion routing algorithm [9] in their commercial routers [10, 11]. PathFinder is also used in the publicly-available VPR FPGA placement and routing framework [12], which we modified and used for this work. Fig. 2 gives an overview of the negotiated congestion approach used in VPR PathFinder. First, all signals in a placed design are routed in the best manner possible (e.g., minimum delay), permitting shorts between the signals (two signals may use the same wire). Then, the penalties associated with shorts are increased, and the signals are re-routed, avoiding shorts where possible. The process of increasing the penalties for shorts and re-routing the signals continues iteratively until all shorts are removed and the routing is feasible.

VPR PathFinder uses an RR graph to represent the FPGA interconnect. Graph nodes represent wire segments, input pins, or output pins. Programmable switches between wires or pins are represented as edges between the nodes. Each node has a capacity, which indicates the number of signals it can accommodate, and an occupancy, which indicates the number of signals that currently occupy the RR node. Routing continues until the occupancy of each node is not greater than its capacity, at which point the routing is feasible.

2.2. Architectures for Fast CAD

A limited amount of prior work has explored the interaction of FPGA architecture and CAD run-time. In [13], the PLASMA FPGA architecture was proposed, which is intended to be used as a prototyping platform. The entire routing process takes three seconds due to the very flexible routing fabric, which leads to a much simplified routing problem. The cost of having fast routing is dramatically higher silicon area. In [14], Lysecky et al. use a simplified planar FPGA routing architecture to reduce the number of possible routing paths. The authors split routing into a global PathFinder-based routing stage and a detailed routing stage, which can be represented as a graph coloring problem owing to the planar architecture. The authors also modify their implementation of PathFinder to only rip-up and re-route signals with shorts. A 3× improvement in router run-time is reported compared to VPR, at the cost of 30% increase in critical path delay [15]. No comparison is made with a standard (non-planar) routing architecture. In [16], Chin et al. explore the interaction between routing architecture parameters and place and route run-time. They show that varying LB capacity significantly impacts router run-time by reducing the overall problem size. In [17], the same authors explore how changes to logic block architecture can affect CAD run-time.

2.3. Boolean Satisfiability

A Boolean satisfiability problem, or a SAT problem, is a Boolean formula typically expressed in conjunctive normal form (CNF), which essentially is product of sums (POS) functional representation. The solution to the SAT problem is an assignment of TRUE or FALSE to each of the variables such that the Boolean formula evaluates to TRUE. If a solution exists, the problem is said to be satisfiable (SAT); otherwise, it is unsatisfiable (UNSAT). Several efficient academic SAT solvers exist, the most popular of which is MiniSat [8], which we use in this work (ver. 2.2.0).

3. A NEW TWO-STAGE ROUTING APPROACH

3.1. A Motivating Experiment

For all experiments in this paper, we target an FPGA with single-driver wire segments that span 2 LB tiles, though our approach can be adapted to work with mixed wire segment lengths. The 16 benchmark circuits with the longest router run-time were selected from the 20 largest MCNC benchmarks commonly used in FPGA CAD research, as well as the set of benchmarks that are packaged with VPR 5.0 [12]. Circuits were mapped into 4-input LUTs using ABC [18], then clustered using T-Vpack [19] into LBs with 10 4-LUTs and 22 inputs. Across all runs, each circuit was routed using a fixed channel width of 1.2× the minimum channel width needed to route the circuit.

Our routing approach is based on the observation that PathFinder spends a significant amount of time attempting to legalize almost legal routing solutions. Fig. 3 shows the geometric mean run-time of PathFinder (across all circuits) as a function of the maximum number signals shorted on any single wire segment. The figure shows that approximately 40% of run-time is spent resolving the congestion of a routing solution where no RR node is over-utilized by more than 1 signal. This suggests that PathFinder quickly reduces congestion in general, but is slow at fine-tuning the routing solution to make it entirely legal. Our routing approach takes advantage of this property by terminating PathFinder when the routing solution is almost legal, then uses a SAT-based approach to generate a fully legal solution, providing an overall run-time reduction.

3.2. Coarse Routing Stage

Our first routing stage leverages the observation made above by routing with a coarsened RR graph, where some low-level details are abstracted away. The RR nodes that represent sets of adjacent wire segments are collapsed together, creating super nodes. While RR nodes typically have a capacity of 1, our super nodes have capacities greater than 1,
meaning that they can accommodate more than one signal’s route. We refer to these super nodes as wide wires. Wire segments may only be grouped with other wire segments of the same length with end points at the same locations.

Edges in the RR graph are also coarsened to create super edges. A super edge connects two wide wires if there are any connections between their constituent wire segments. Since details of the flat edges are abstracted away, our coarsening method is lossy. Additionally, signals that are grouped together on one wide wire are not tied together for the entirety of their routes (as in bus-based routing). Rather, different signals can follow different edges out of a wide wire.

As expected, the impact of RR graph coarsening on router run-time varies depending on the number of wire segments in a wide wire, which we term coarseness, \( n \). At one extreme, when the coarseness is equal to the channel width \( (n = W) \), our coarse routing is equivalent to global routing. Conversely, setting \( n = 1 \) leads to an uncoarsened RR graph (standard PathFinder). The points in between can be viewed as partial global routing. In Fig. 4, we vary \( n \) and show the geometric mean run-time of PathFinder across all benchmarks. \( W \) is set to \( 1.2 \times \) the minimum \( W \) needed to route the circuit, rounded to the nearest even factor of \( n \) to avoid having wide wires with different capacities. Router run-time decreases when \( n \) is increased, with a 50% run-time reduction observed with \( n = 5 \) compared to \( n = 1 \) (without considering the embedding run-time).

### 3.3. Embedding Stage

The output of the coarsened routing stage is not a complete routing solution, since signals are not assigned to individual wire segments. A de-coarsening, or embedding stage, must be performed in order to generate a legal detailed routing solution from the partial solution, assigning each signal to a single wire segment. The embedding difficulty depends on the connection patterns of the underlying routing architecture. If the routing architecture has full connectivity within a wide wire, embedding is trivial, since any assignment of signals to tracks is legal. On the other hand, if only 1-to-1 connectivity exists, meaning that a wire segment within a wide wire only connects to a single wire within a different wide wire, then it is possible that no legal embedding exists. In such a case, PathFinder could be re-run on an uncoarsened RR graph.

We provide an example of a routing with no legal embedding in Figs. 5 and 6. Fig. 5 shows routes through a SB for four signals \((n1,n2,n3,n4)\). In this figure, solid lines indicate wide wires with \( n = 2 \). Each is labelled with the signals (up to 2) that use it. Fig. 6 shows the best embedding solution constrained to the routes chosen in Fig. 5. The wide wires have been expanded (flattened) so that in this figure, each solid line represents one wire segment. Observe that no assignment of signals to wire segments can avoid shorts. However, by adding some flexibility to the connectivity between the wide wires, it is possible to arrive at a legal embedding. We speculate that an intermediate amount of connectivity will allow the vast majority of coarse routing solutions to be embedded, while avoiding the significant area overhead of having full connectivity between wide wires. We test this hypothesis in Section 4.

### 3.3.1. SAT formulation

We formulate the embedding problem as a Boolean satisfiability problem in CNF form. Our formulation is inspired by the SAT-based detailed routing approach presented in [20], which, given a global routing, formulates detailed routing as a SAT problem instance. The authors generate two types of clauses to represent routing constraints: *exclusivity* constraints and *liveness* constraints. Exclusivity constraints ensure that no shorts exist on any routing track. Liveness constraints ensure that for each signal, there exists a path from the signal’s source to each of its sinks. Our SAT formulation uses the same types of constraints, though we express them differently to best serve our embedding problem. In our formulation, each variable represents a signal to wire-segment assignment. If the variable is TRUE then the signal is routed through the wire segment. We express exclusivity and liveness constraints in terms of these variables.

Exclusivity constraints express that if a variable is TRUE, all other variables on the same wire segment must be FALSE. For example, if \( n = 3 \), and signals 1, 2, and 3 are on a wide wire with a constituent wire segment \( A \), we generate the clauses \((\overline{A} \lor 2A) \land (\overline{A} \lor 3A) \land (2A \lor 3A)\) for that wire segment, where variable \( 1A \) corresponds to signal 1 using wire segment \( A \). These clauses ensure that at most one of \( 1A, 2A, \) and \( 3A \) is TRUE.

Liveness constraints ensure that at least one legal connection is made through each CB and SB on a signal’s path, thereby ensuring that there is a path from that signal’s source to each of its sinks. They are represented using two types of clauses. The first type ensures that at least one wire segment within each wide wire through which a signal passes is used by the signal. In other words, at least one of the variables tied to the signal/wide wire pair must be TRUE. This type of clause is simply an OR of these variables. For example, to ensure that signal 1 uses at least one of wire segments \( A, B, \) or...
C (all within the same wide wire), the clause \((1A \lor 1B \lor 1C)\) is generated. The second type of clause ensures that connection patterns in SBs are honored. Each super edge has an underlying connection pattern that is not represented in the coarsened routing stage, but must be considered in the embedding stage. Clauses are generated to ensure that variables in adjacent wide wires (connected by a super edge), are not both TRUE when no connection exists between them.

For example, consider a RR graph with \(n = 2\). Suppose that signal 1 passes through two adjacent wide wires. The connection pattern between these two wide wires is shown in Fig. 7, where variables are named such that variable 1A represents signal 1 being on wire segment A. The following clauses are generated to ensure that only legal connections are formed: \((TA \lor TD) \land (TB \lor TC)\).

![Fig. 7: Flattened representation of 1-to-1 connections between two super nodes](image)

![Fig. 8: Connectivity pattern (flattened) guaranteed to lead to SAT assignment.](image)

The main differences between our SAT-based embedding approach and the detailed routing approach presented by Nam et. al [20] are as follows: 1) Our liveness constraints through SBs ensure that illegal connections are not made, rather than ensuring that legal connections are made. This results in fewer SAT clauses when there are many possible legal connections; 2) we support multi-terminal signals; and 3) our formulation supports any arbitrary connectivity patterns between wide wires.

### 4. ROUTING ARCHITECTURE

In this section, we describe a grouped routing architecture with connection patterns that match those required at each stage of our routing approach. Connections between wide wires in a SB follow the well-known Wilton connectivity pattern [21]. Each wide wire end point entering a switch block connects to three other wide wires (\(F_3 = 3\)).

Regarding the low-level connectivity between the constituent wire segments of two connected wide wires, a broad range of options are available. Increasing the amount of connectivity incurs a higher area overhead, but also makes finding a satisfying assignment more likely, as well as faster. We explore only a fraction of all potential connection patterns since the search space is very large. We allow for different connectivity patterns between wide wires making connections in each of the 6 directions through a SB (\(N \leftrightarrow S, E \leftrightarrow W, N \leftrightarrow E, N \leftrightarrow W, S \leftrightarrow E, S \leftrightarrow W\)). In total, there are \(26^n\) \(n\) possible low-level connectivity patterns for a particular value of \(n\), or \(1.4 \times 10^{25}\) connectivity patterns in total for \(n\) ranging from 2 to 5. A more thorough exploration of this architectural space is a fertile area for future research.

---

1We do not split wire segments that span multiple FPGA tiles. This means that connectivity added to the straight connections of a given wide wire are only added at the end-points.

---

2A pin connecting to a wide wire through a super edge has a switch to all of the wire’s constituent wire segments.

3A paper describing the detailed architectural study is in preparation.
Fig. 10: Connectivity pattern for $n = 2$.

Fig. 11: Connectivity pattern for $n = 3$.

Table 1: Combined routing and SAT run-times in seconds for RR graph coarseness between 1 and 5.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Coarseness ($n$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>c reduce</td>
<td>4.71</td>
</tr>
<tr>
<td>r reduce</td>
<td>9.89</td>
</tr>
<tr>
<td>desi</td>
<td>3.62</td>
</tr>
<tr>
<td>expti</td>
<td>7.55</td>
</tr>
<tr>
<td>frusc</td>
<td>4.03</td>
</tr>
<tr>
<td>mac</td>
<td>20.03</td>
</tr>
<tr>
<td>pathfinder</td>
<td>10.60</td>
</tr>
<tr>
<td>pac</td>
<td>86.99</td>
</tr>
<tr>
<td>n want</td>
<td>13.74</td>
</tr>
<tr>
<td>n wantopt</td>
<td>5.57</td>
</tr>
<tr>
<td>xmul</td>
<td>2.87</td>
</tr>
<tr>
<td>spli</td>
<td>7.87</td>
</tr>
<tr>
<td>sv hotspot</td>
<td>7.14</td>
</tr>
<tr>
<td>sva hotspot</td>
<td>13.69</td>
</tr>
<tr>
<td>sv管网</td>
<td>110.29</td>
</tr>
</tbody>
</table>

Table 2: Run-time, area, and critical path delay vs. $(n)$. solely to the proposed changes in routing architecture, we ran standard VPR PathFinder routing on the grouped architectures with $n$ from 2 to 5, without coarsening the RR graph. We then compared the run-time against our two-stage approach. We also compared our area/run-time trade-off against a more conventional approach to trading off area for run-time, namely, varying the channel width ($W$). Increasing $W$ leads to an easier routing problem, which generally leads to reduced run-time. To compare against the run-time benefits provided by increasing $W$, we set the $W$ value of an $n = 1$ standard routing architecture (i.e. with no additional SB flexibility) so that its area was equivalent to the area of a $W = 1.2 \cdot W_{min}$ grouped architecture with values of $n$ ranging from 2 to 5. This permitted us to evaluate router run-time on different interconnect architectures that consume about the same area.

The results of both experiments are shown in Fig. 14. The “Grouped Routing, Coarsened RR Graph” bars refer to our two-stage routing approach run on the grouped FPGA routing architecture. The “Grouped Routing, Flat RR Graph” bars refer to the standard PathFinder routing algorithm run on the same grouped FPGA routing architecture (uncoarsened). The “Standard Routing with Higher $W$” bars refer to the standard PathFinder routing algorithm being run on a standard routing architecture with $W$ chosen so that its area is equivalent to our grouped architecture.

The results show that standard VPR PathFinder routing run on an uncoarsened routing graph cannot take advantage

Fig. 12: Run-time, area, and crit. path delay vs. $(n)$.

Fig. 13: Run-time break down vs. coarseness $(n)$.

5. RESULTS

Table 1 shows the total two-stage router run-time for each circuit. Fig. 12 shows the geometric mean router run-time, area, and critical path delay normalized to the standard VPR flow run on an uncoarsened RR graph are shown. The critical path delay values for our approach were generated by reading the final routing solution into VPR for timing analysis using a flattened RR graph and they account for the extra capacitive loading due to the additional switches in the grouped architecture. The area values are expressed in the number of minimum width transistors per FPGA tile, as reported by VPR. The results show that our two-stage routing approach has a negligible impact on critical path delay. For $n = 3$, we observe a 34.2% improvement in run-time at the cost of a 3% area overhead incurred due to increased flexibility in the SB. For the coarseness values from $n = 2$ to $n = 5$, Fig. 13 breaks down the run-time of the coarse routing and embedding stages. Observe that $n = 3$ leads to the best overall run-time, and that as expected, SAT run-time increases with $n$ owing to larger and more complex SAT problem instances. We examine the scalability of SAT run-time with respect to circuit size later in this section.

To ensure that the run-time improvements were not due
of the additional flexibility in the SB to reduce router run- 
time. In fact, run-time increases due to the increased number 
of RR graph edges that result from more SB connectiv-
ity. The results also show that we offer a better trade-off 
area and run-time compared to simply increasing the 
channel width, W. For n = 3, the run-time of our 
approach, including SAT time, is 21% lower than the run-
time that results from increasing the channel width until the 
area is equivalent. We conclude that our combined routing/
architecture approach is a more effective way at tackling 
run-time that simply increasing W. For completeness, 
Table 2 shows the number of variables in the SAT formu-
lation, number of clauses in the SAT formulation, and SAT 
runtime values for n from 2 to 5. The number of flat-
tened RR graph nodes is also provided to show how SAT 
scales with circuit size. The ratios between SAT run-time 
and the number of RR nodes does not increase with larger 
circuits, indicating that SAT-based embedding should work 
well for larger industrial benchmarks. This is especially true 
for n = 2 because there are no clauses with more than 2 
variables. Solving this type of problem, called 2-SAT, can 
be done in linear time [22].

6. CONCLUSIONS AND FUTURE WORK

In this work, we showed that CAD run-time can be reduced 
by considering FPGA architecture and algorithms together. 
We described a two-stage routing approach that first routes 
to a coarsened representation of the FPGA architecture, 
then uses SAT to convert the coarse routing solution to a legal 
detailed routing solution. We also presented a grouped FPGA 
routing architecture that supports our new routing approach. 
Using the combined architecture and algorithm, we decrease 
router run-time by 34% at the cost of 3% area overhead, with 
no impact on circuit critical path delay.

As future work, we suggest performing a more detailed 
exploration of low level routing architecture, specifically exam-
ing whether some SB connection patterns more often lead 
to satisfying assignments in the embedding stage. 
Additionally, in our work, we have not made changes to the 
PathFinder algorithm; yet, it is possible that we could avoid 
course routes that lead to unsatisfiable embedding problems 
by cost function changes in PathFinder.
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### Table 2: SAT scalability: Number of variables, number of clauses, and SAT run-times vs coarseness of the RR graph.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Number of Variables</th>
<th>Number of Clauses</th>
<th>Run-time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=2</td>
<td>n=3</td>
<td>n=4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>