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ABSTRACT recently for FPGAs, albeit in a limited way [8]. We con-
Clock gating is a power reduction technique that has sider architectures for clock gating in FPGAs and propose
been used successfully in the custom ASIC domain. Clockincorporating gating capabilities at points within theako
and logic signal power are saved by temporarily disabling distribution network. The clock network has a tree struc-
the clock signal on registers whose outputs do not affect cir ture, comprising wire segments and switches that disgibut
cuit outputs. We consider and evaluate FPGA clock network clock signals with low skew. Closing a switch amounts to
architectures with built-in clock gating capability and-de driving a clock signal into a particular region of the device
scribe a flexible placement algorithm that can operate with We propose making such switches capable of receiving an
various gating granularities (various sizes of deviceargi  enable signal that when deasserted, disables clockingwith
containing clock loads that can be gated together). Resultghe corresponding region. To our knowledge, this is the first
show that depending on the clock gating architecture and thework to consider a range of architectures for clock gating in
fraction of time clock signals are enabled, clock power can FPGAs. The potential for clock gating as an FPGA power
be reduced by over 50%, and results suggest that a fine granceduction strategy is underscored by the recently annalince
ularity gating architecture yields significant power betsefi ~ Xilinx Virtex-6 40 nm FPGA, which permits gating at some
clock network switches [9].
Research on FPGA architecture goes hand-in-hand with
1. INTRODUCTION research on computer-aided design (CAD) tools, as proper
The Achilles’ Heel of field-programmable gate arrays (FP- architectural evaluation demands CAD tools that leverage
GAs) in mobile electronics applications is their high power architectural enhancements. We present a placement ap-
consumption. The circuit overhead associated with logic proach whose aim is two-fold: 1) reducing routing capaci-
flexibility and re-programmability leads to longer wireggths ~ tance on the clock network, and 2) placing design objects in
and more dynamic power vs. custom chips. A recent work @ manner that takes advantage of the proposed clock gating
suggests that dynamic power in FPGAs is 7-14 X higher architectures. Results show the effectiveness of our place
than in custom ASICs for implementing a given circuit [1]. ment approach and demonstrate that considerable power re-
Large strides are needed on the power front to enable de-ductions are possible with gating, depending on the gran-
ployment of programmable logic in the handheld battery- ularity at which it is applied. The remainder of the paper
powered devices pervasive in society today. is organized as follows: Section 2 describes related work
We focus on reducing dynamic power consumption, whicipn clock power reduction in FPGAs and clock gating. Sec-
is power consumed due to transitions on circuit signals, de-tion 3 introduces the proposed gating architectures and de-
fined by P, = %Zienm fi - C; - V2 wheref; is the scribes our placement approach. An experimental study is
average toggle rate on negneti’s switching activity), C; is presented in Section 4. Conclusions and suggestions for fu-
the capacitance of neandV is the supply voltage. Specif-  ture work appear in Section 5.
ically, we focus on reducing the power consumed by the
FPGA's clock network, which prior work has shown to com-
prise up to 22% of power in an FPGA tile [2]. Reducing the 2. BACKGROUND AND RELATED WORK
other components of dynamic power, e.g. within the logic 2.1. Clock Architectureand Placement
cells and general interconnect, has been considered hgcent Clock signals in FPGAs are distributed through a programenab

by other works (e.g. [3, 4]). clock tree. Fig. 1(a) shows a clock tree resembling that in
Clock gating is a way of reducing switching activity on the Xilinx Virtex-5 FPGA [10]. The device is partitioned
circuit signals, and it entails temporarily disabling theok- into clock regions (4 regions are shown) such that a lim-

ing of specific registers when the outputs of those registersited number of clock signals can be delivered into each re-
are inconsequential to circuit outputs [5]. Long used suc- gion. As shown in Fig. 1, at the top level of the tree are the
cessfully in the ASIC domain (e.g. [6, 7]), it was applied root spines, which deliver clock signals into regions. Root
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a) Coarse-grained architecture that reduce the number of regions spanned by clock signals

EETErTEEPErre , and reduce the resources used within regions [12, 13]. Since
: ‘éig'rf:r'_spmes then, both Actel and Xilinx have published placement ap-

! proaches for reducing clock spine usage for their respectiv

! architectures [8, 14]. Our placer borrows ideas from these

prior works and builds upon them to explore clock gating

vj architectures.
sub-regions

2.2. Clock Gating
Fig. 2 gives a straightforward example of clock gating. Bi@)
shows a combinational logic circuit feeding a 32-bit regjist
file through a multiplexer. The values in the register file are
e S L only updated with the combinational output when the mul-
horizontal half-spines tiplexer select signattl is asserted; otherwise, the register
b) Fine-grained architecture file content remain; unchgnged. Fig. 2(.b) shovys the circuit
after clock gating is applied. The multiplexer is removed
Fig. 1. Clock network architectures. and the clock signal itself is gated with th& signal, pro-
ducing a gated clock signat/k.,. Let a.y represent the
spines can connect to “horizontal spines” that span each repercentage of time that! is asserted on average, ranging
gion. Horizontal spines can connect to vertical “half-gsh from 0 to 1. The frequency af k. iS cver - fore, Wherefos
that span half aregion vertically. Itis the vertical hatirees s the frequency of the original clock signal. Power savings
that ultimately route the clock signal to clock pins on logic  are realized through reducing switching activity on a morti
blocks. Routing switches are present where the differentof the clock network. With:t! deasserted, the clock signal
spines intersect with one another and such switchesrdye  no |onger drives the capacitive load of the 32 register file
closed on an as-needed basis. A clock signal would not becjock pins. Relative to the case in Fig. 2, clock gating strat
routed into a region containing no loads requiring the digna  gies can be considerably more sophisticated in real cicuit
as doing so would needlessly consume power. and generally involve analysis of when registers may be kept
Fig. 1(b) shows an alternative “fine-grained” clock archi- idle and subsequent synthesis of clock gating (enable) sig-
tecture resembling that in the Altera Stratix-1lIl FPGA [11] nals. In this paper, we use the teamable domain to refer
In this case, the tree is deeper and there are 16 sub-region$o the loads of a clock network that share a common clock
with 4 sub-regions in each of the quadrant regions. The sub-enable signal.
regions have the same structure as the quadrant regions in Modern commercial FPGA architectures have some ca-
part (a) of the figure. Within sub-regions, horizontal “half pability for clock gating. Stratix-lll and Virtex-5 FPGAs
spines” can connect to vertical “quarter-spines” that @out have clock enable pins on the flip-flops in logic blocks; how-
clocks to logic blocks. For both architectures in Fig. 1 the ever, use of such pins does not provide switching activity re
number of spines is monotonically decreasing with eacH.leveduction on the clock signal, and gives no power savings on
For example, in the Virtex-5 FPGA, there are 32 root spines the clock network [11, 10]. Aside from clock enable pins
at the top level, however, there are only 10 horizontal spine on flip-flops and other blocks, FPGAs provide gating at the
in each region. top-level of the clock tree (as exploited in [8]). The topde

4o

]l

il S

PR et ] Dt A

400 o]l ad &




gating shuts down thentire clock network and therefore,
cannot be applied when some clock loads are used in un-
gated form and some are used in gated form, or when there :

. . . ; . NONE No gating
exist muI_upIeenabIedqr_nams_for a single clock signal. The CG.REGION | Gating on a region basis
recent_I)_/ mtroduced_ Xilinx V|r_tex-6 FPGA_ has clock gating CG.COLUMN | Gating on half-columns in regions
capability on a regional basis [9] and Xilinx suggests that  FG REGION | Gating on a sub-region basis
gating can save 30-80% of the clock tree power in some de- FG.COLUMN | Gating on quarter-columns in sub-regions
signs [15]. It is worth noting that use of clock gating is not
limited to general LUT-based logic blocks; it also applies t

Table 1. Clock gating architectures considered.
Gating Style Description
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3. GAT' NG ARCH | TECTURES AND PL ACEM ENT a) REGION gating architectures b) COLUMN gating architectures
We envision that clock gating can be implemented naturally Fig. 3. Clock gating architectures.

and with low-cost using the existing FPGA clock tree ar-

chitecture. Traditionally, switches in the clock tree neitiw present on switches driving vertical Spines in |ogic block
are controlled by SRAM configuration cells. We propose to columns. Thus, we consider a broad range of clock gating
implement clock gating through a minor hardware modifi- architectures with various levels of granularity, withinak
cation whereby aubset of clock network switches can also  distribution frameworks that resemble those in commercial
be controlled by an enable signal. The enable signal wouldchips.

be received from general purpose interconnect. We do not  For this work, we assume that each level of wire on the
believe adding an enable pin onto a fraction of clock tree clock network tree can be driven by all wires in the preced-
switches will present an onerous routing demand. In fact, ing level, as shown in Fig. 4(a). This allows us to create
we believe thatimplementing clock gating through the clock multiple gated forms of a single clock at the next lower level
network will lower routing demand vs. implementing gating of the tree, as illustrated in Fig. 4(b). This property is-use
through clock enable pins on flip-flops in logic blocks, as is ful when there exist multiple enable domains for a single

often done today. clock signal. In practice, we believe the same results can
Table 1 shows five different clock gating architectures be achieved with substantially depopulated switches. ICloc
considered in this paper. The first gating optibldNE, is networks in commercial chips likely have partially depop-

to have no gating at all, in which case, clock enables mustulated switches. In the Xilinx Virtex-5, since any 10 of 32
be implemented using clock enable pins on logic blocks. clocks can be driven into any region, there must exist censid
The next two options, beginning witG@G, pertain to the  erable routing flexibility between the top and regional Isve
coarse-grained architecture in Fig. 1(&G_REG ON per- On the other hand, we expect there is less flexibility in the
mits gating when clock signals enter a region. That is, the switches within a region, from the horizontal spines to the
switches in the clock network that connect from the root vertical spines. Note that our flexibility assumptions avée n
spine to the horizontal region spines have enable pins onequivalent to a full crossbar, as the clock tree is unidirec-
them. CG.COLUWN represents a finer granularity of clock tional from root to leaves.

gating capability, wherein gating is possiléhin regions 3.1 Placement

where the horizontal spines connect onto the vertical half- We use a modified version of the VPR placer [16] to explore

spines. The next two options, beginning Wi, pertainto . gating architectures. VPR's placer algorithm uses si
the fine-grained architecture in Fig. 1(b). The gating amio ;ateq annealing to optimize a composite cost function com-

are analogousG.REG ONpermits gating where clock sig- prising wirelength and timing performance. We augmented

nals eqter sub—reglopEG_QO_UMV pgrmlts gating wherg the cost function to incorporate clock network power:
the horizontal half-spines in sub-regions connect to eatti

quarter-spines. The architectures are illustrated in Fig. Cost=p-WL+o-T+v-CP 1)
Fig. 3(a) shows th®EG ON architecture where enables are

present on switches entering a region. Fig. 3(b) shows thewhere W L, T and CP represent wirelength, timing and
more flexibleCOLUMN architecture where enables are also clock power, respectively, and the other parameters alarsca
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tuning weights reflecting the importance of each term. For
a given placement, we can compute the clock power term in
(1) as the sum of the power consumed by each clock signal;. et cor: all colums in R that use cik

in the design:CP = >_ ;. ¢ s CPar. The powerfora  2: set U: all colums in R with ungated | oads
particular clock signatik, C P.;, can be computed based of clk _

on the current placement and the properties of the FPGAS: for each colum ¢ in COL-U

. . : set E: all enable signals used in ¢
clock network architecture being evaluated. The structure 5. 7 — v c o Qe
N €

Fig. 5. Enable implementation choices.

nature of the clock network allows us to rapidly computea 6:  if T > 1 then

clock routing during placement, and thereby estimate clock 7 add ¢ to U

capacitance and power. Fig. 6. Column procedure foflk in regionR.
ComputingC P, is more involved than is readily ap-

parent. For clock loads within an enable domainctd, Lines 3 — 7 walk through the columns oR where gated

there is a choice: 1) use gated clock signals created vil cloc |g5ds ofclk are placed, and for each such column, sums the
enables on switches within the clock distribution network, s of the enable signals needed in the column. If the sum
2) use an ungated clock signal along with clock enable pinsexceedﬂ, then the column is added @ and clock power

on the load blocks themselves. It is not always beneficial to js minimized by usinglk ungated in the column, similar to
use the enables within the clock network (option #1). The Fig. 5(b).

decision taken is the one that yields lower power consump-  The approach for determining the clock routing and com-
tion. To see this, consider the column placement shown inpting ', differs depending on where clock enables are
Fig. 5(a) comprising four logic blocks requiring two enable g\ 4ijable in the clock distribution network — region-based
domains otlk, A andB. Option #1 uses gated clocks and is enablesCG.REG ON, FG.REG ON) or column-based clock

shown in Fig. 5(a). Option #2 uses an ungated clock and €N-gnables §G.COLUMN, FG.COLUWN).
able pins on the blocks themselves and is shown in Fig. 5(b).

If C, is the capacitance of a vertical spine, the clock power 3.1.1. Region-Based Clock Enable Architectures

consumption of Fig 5(@) i.ir-aa-Cy- V4 fer-ap-Cy-V? We execute the procedure in Fig. 6 for each clock region, af-

Watts, whereas the clock power consumption of Fig. 5(b) is ter which we have a set of columbisreceiving ungatedik,

feur - Cy - V? Watts. Comparing these power values, option and a set of columng;OL — U, receiving gated forms of

#1 should be chosen onlyif4 + ap < 1; otherwise, we  ¢/k. For the region-based clock enable architecture, gating

should use an ungated clock. By extension, if a column con-is only available at the entry points of regions and thewsfor

tains a placed load that uses the ungated fornd/igfthen all  the gated clocks used on columns of a region must also be

loads in the column, including those in the gated domains, routed on horizontal spines in the region. We have not yet

should use the ungated clock to minimize overall power.  accounted for the power consumed on the horizontal spines,
Fig. 6 gives a generalized core procedure we apply in theand when accounted for, it may become advantageous to

process of computing P.;x. For a clock signadik in region move columns fronCOL — U into U and thereby use un-

R, the procedure computes a set of colurbnia R that will gated clocks in such columns.

be fed byclk in ungated form, using a single vertical spine Consider the case of an enable signased by a column

per column [as in Fig. 5(b)]. ParametéO L representsthe in COL—U inregionR. If C}, is capacitance of a horizontal

set of columns ink that have a load aflk placed on them  spine in the region, then routingk. will consumef i - a -

(including both gated and ungated loads). Linaitializes C,-V? Watts of power on a horizontal spine. This horizontal

U to contain the columns aR where ungated loads ofk “cost” must be less than the vertical “benefit” of using the

are placed. These colummsist receiveclk in ungated form.  gated clockclk, in the region. So, what is the benefit of



;f Sceotst B Cg' “’msa tn COL-U that use e nals themselves, we believe enables toggle relativelginfr
3. Benefit _" 0o guently and are therefore not usually a significant power
4: for each colum cin B drain. However, enables can have high-fanout and migrat-
5 set E al_l enable signals used in ¢ ing such signals from logic blocks to enable pins on rout-
6 Benefit +=(Cv = ). ¢ p Co- e ) ing switches in the clock distribution network may reduce
7: |f Benefit < Cost then _ i i

8 U =UUB routing congestion and improve performance. Second, we

reinforce that even for thBIONE architecture, our placer is
clock power-aware, and will still attempt to minimizeP

in (1) by way of reducing overall spine usage, as is done in
the gated clocklk.? The benefit ofik. is power reduction  prior works [14, 8, 13].

Fig. 7. Procedure for computing the cost and benefit of gated
clockclk, in regionR.

on the vertical columns that usék, vs. using an ungated To gauge clock network power in placement, we need
clock on those columns. If the cost exceeds the benefit, allto know the clock interconnect capacitances, €:g.and
columns using:lk. are moved intd/ and gated clocklk. C. Precise interconnect capacitance values are considered

is not used in the region: the loads of the enable domain inproprietary by the commercial vendors. Therefore, in this
the region will be driven byik in ungated form and signal ~ study, we assume a square FPGA die and thaandC},
is supplied directly to the loads [akin to Fig. 5(b)]. are proportional to their lengths. For example, in the omars
Fig. 7 shows the procedure in detail. We walk through 9grained architecture of Fig. 1(a), the horizontal spinessp
the gated clock domains used in the region and for each sucthalf the die width and the vertical spines in regions span a
enable domaia, we call the procedure in Fig. 7, which may duarter of the die width, making}, = 2 - C,. The same
move columns fed bylk. into U based on cost/benefitanal- approach is applied recursively to compute capacitance val
ysis. This is a heuristic approach as it depends on the ordeti€s for the smaller spines in the fine-grained architecture
in which we consider the enable domains. We may decideshown in Fig. 1(b). Through this modeling approach, even
to leave a domain as gated, and then columns fed by thatvithout precise capacitance values for a given wire segment
domain are later moved int, thereby reducing a benefit ©n the clock network, we are able to compute and compare
observed earlier. We deal with this by walking through the clock power consumptiorelative to a baseline architecture.
enable domains multiple times, and found two walks to be Aside from the modeling used here, it should be apparent to
sufficient in practice. the reader that the proposed placement approach is a gen-
There is an edge case worth mentioning which is that of eral one, and can be used with arbitrary clock capacitance
having no ungated load within a region. In this scenario, it values.
is not mandatory for a horizontal spine carrying the ungated
clock to be present. So, we compute the clock power in two 4. EXPERIMENTAL ST_UDY o
ways: with and without the presence of a horizontal spine 10 OUr knowledge, there are no public benchmark circuits
carrying the ungated clock. We choose the implementationthat contain clock enables. Consequently, in this study, we

with the lower power. use the circuits from [13], which are large sequential dtecu
created by stitching together multiple MCNC circuits. More
3.1.2. Column-Based Clock Enable Architectures details on the circuits can be found in [13]. We syntheti-

The added flexibility provided by gating capability at col- cally altered the circuits to contain clock enables. Foheac
umn entry simplifies the clock power computation. For each clock domain in each benchmark circuit, we partitioned the
region, we execute the column procedure in Fig. @/lis  flip-flop loads into four equal-sized groups. The first group
non-empty’ then there exists one column in the region thatOf loads were designated to receive the clock signal in un-
requiresclk ungated, in which case, only a single horizon- gated form. The three remaining groups form three separate
tal spine, carrying ungatetdk is used in the region and all €nable domains for the clock. We believe a small number
gated clocks required on columns are generated at the horiof enable domains per clock is reasonably representative of
zontal to vertical spine switches. On the other hand/; i actual circuits with clock gating.

empty, we sum the’s of all enable domains in the region, Regarding thex values for the clock enables, we gener-
and if the sum is> 1, we route a single ungated clock hor- ated two sets ofi’s corresponding tdimited and substan-
izontally in the region; otherwise, we route all gated forms tial clock gating. The limited set contains highvalues
required for the region on horizontal spines. We recurgivel Where flip-flops are enabled most of the time, and we ex-
repeat this decision process, traversing the clock tree up4ect smaller power benefits. For the three enable domains,

wards towards the root. we use« values of 0.5, 0.8 and 0.6 for the limited gating
runs. The substantial gatings correspond to lower clock
3.1.3. Other Placement Considerations activity. We usex values of 0.2, 0.1 and 0.1 for the three

There are a few additional points that warrant discussion.enable domains in the substantial gating runs. In a commer-
First, regarding the power consumed by clock enable sig-cial tool, thea values could be extracted from a simulation



of the design with realistic vectors, or could alternatped logic blocks in sub-regions, clock power is reduced by 16%.
provided by the user based on their intuition of the fraction The right-side of Table 2 (shaded columns) gives results
of time circuit blocks are disabled. for runs with substantial clock gating (low values). Ob-

We target an FPGA architecture with 10 4-LUT/flip-flop serve that clock power reductions are close to 50% across
pairs per logic block and length-4 wire segments. Packingall 4 gating architectures. F&@G.REG ON, CG.COLUW,
was enhanced to ensure no more than two enable domainEG.REG ON and FG.COLUMN, clock power reductions are
were packed into a logic block (similar to the Xilinx Virtex- 54, 58, 47 and 51%, respectively. We conclude that clock
5 FPGA [10]). For each circuit, we determined the mini- activity has a significant impact on the power benefits of
mum number of tracks per chann#¥,,,;,, needed to route  clock gating and techniques for gating should be used ju-
the circuit in the unmodified VPR. For each clock gating diciously, based on the fraction of time clocks are enabled.
architecture studied, each circuit was routed into an archi One can see that higher power reductions are achieved with
tecture withl.3 x W,,.;,, tracks per channel. In this way, we the COLUWN architectures, which is intuitive as these archi-
held the routing fabric invariant for each circuit across al tectures have have finer-grained gating flexibility. Moreov
architectures, thereby allowing us to see the impact of ourtheCGarchitectures provide larger power benefits vs Rge
placement changes. architectures. This is due to the increased depth of théccloc

tree in theFGarchitectures, leading to more clock metal ca-
pacitance overall in both baseline and experimental.

4.1 Results To estimate the overall dynamic power benefitin an FPGA
Table 2 gives the results for all clock gating architectures tile, we apply the results in [2] which demonstrate clock
considered. The first column lists the benchmark circuits. power to be~20% of total power in an FPGA tile, and logic
The remaining columns give power and wirelength results signal power to be-60% of total power. Using this break-
for each clock gating architecture. For each architecture,down, combined with the data in Table 2, we can estimate
there are two columns of results: one column showing the the overall power benefit of clock gating. Note that we pre-
percentage reduction of clock power relative to M@NE sume logic signal power will rise in proportion to routed
architecture, and one column showing the impact of gating- wirelength increases reported in Table 2. Results of our
aware placement on the total bounding box wirelength of analysis appear in Table 3. Observe that there is little-to-
logic signals (non-clock signals). Values in the table are negative power benefit when clock activity is high (limited
percentage changes relative to baseline results foragiven  gating runs). On the other hand, total estimated power re-
chitecture. Recall that the baseline has no clock gatingcap ductions range from 6.2-7.7% when clock activities are low
bility within the clock distribution network, however, ak (substantial gating runs). Such power benefits, while mod-
power is optimized by reducing clock spine usage. Con- est, are for clock gating alone and we believe that gating is
sequently, the values in the table can be interpreted as they useful tool in the arsenal of circuit and CAD techniques
amount of benefit/cost afforded by a particular clock gating that can be brought to bear in building a low-power FPGA
architecture versus a baseline architecture with no built-  selution. It is also important to realize that in this studg
gating capability in the clock distribution network. arbitrarily assigned clock loads to different enable darsai

The left-side (unshaded columns) of Table 2 give results We expect that enable domains in real circuits will exhibit
for the runs with limited clock gating (high values). Con-  more locality, thereby mitigating the increases to bougdin
sidering first the results for the coarse-grained architest  box wirelength of logic signals.
(CGcolumns), observe that average clock power reductions  Regarding impact on critical path delay, we also ana-
for CG.REG ONandCG.COLUMWNare -0.2 and 12%, respec- lyzed the estimated critical path delay reported by VPR-post
tively. Meaning, power was essentially unchanged for the routing. Considering all architectures and clock actigitg-
CG.REG ON architecture vs. the baseline of implementing narios, critical path delay increased by 0-2%, on average,
clock gating with enable pins on logic blocks. The benefit of when theC'P term in (1) was incorporated (i.e. relative to
added flexibility afforded by th€OLUMN architectureis ap- VPR as described in [16]). This is to be expected as the
parent in the considerable (12%) power reduction achieved.goal of locating cells to minimize clock power may col-
Coupled with the power changes, the wirelength of logic lide with the goal of locating cells to minimize critical pat
signals increased by 1.3 and 2.6%, respectively, likelgHea delay. Many FPGA applications do not require maximum
ing to longer wirelengths and more power for logic signals device performance. We therefore expect the power reduc-
(discussed below). Reducing power on the clock network in tions afforded by clock gating will prove desirable in power
placement aligns clock loads on spines, damaging boundingsensitive applications.
box wirelength. For the fine-graine&@®) architectures, a
similar trend is apparent. When gating is only possible on 5. CONCLUSIONSAND FUTURE WORK
a region basis, power actually increases vs. the baselindn this paper, we considered clock gating for power reduc-
architecture. When gating is possible on columns driving tion in FPGAs and propose that clock gating capability be



Table 2. Clock gating power and wirelength results for limited antstantial (shaded) clock gating.

Architecture CG REGION CG_COLUMN FG REGION FG_COLUMN CG REGION CG COLUMN FG REGION FG_COLUMN
. Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength | Clock Power | Wirelength
Circuit Reduction Increase Reduction Increase Reduction Increase Reduction Increase Reduction Increase Reduction Increase Reduction Increase Reduction Increase

L0Irg -2.58 1.90 10.41 2.26 -2.48 2.59 16.18 424 52.12 6.34 57.75 6.51 48.38 4.86 49.14 6.45
JL0Irg_reordered -0.79 2.60 9.02 2.14 -2.36 2.82 14.34 2.60 53.63 172 57.13 5.95 47.01 5.86 52.42 711
Rlra4med8osm! 110 153 5.65 139 -L10 188 1522 334 5014 6.04 5572 1 46.38 623 5011 6.95
Omed 2.90 481 21.03 6.03 542 6.26 14.58 538 55.57 10.16 61.26 9.53 50.35 7.57 49.58 6.03
Omixedsize 185 20.34 11.53 176 0.00 0.11 1351 170 49.69 5.83 54.56 491 4184 292 4743 457
0seq20comb -1.16 0.33 15.25 0.89 -10.11 -0.10 1721 245 60.56 3.58 62.96 2.64 54.18 324 55.50 3.96
0.72 140 9.20 412 -2.48 3.05 12.35 5.63 51.24 8.32 56.23 7.69 41.98 6.95 48.71 7.47

2104 20.04 15.24 183 2.65 0.44 19,94 3.05 57.21 6.49 61.96 543 48.98 373 54.64 4.61

-2.08 0.50 8.98 2.57 0.00 0.14 16.92 249 53.78 6.92 57.68 6.93 4737 4.94 51.35 5.46

-2.68 -0.65 1031 191 -1.03 0.21 14.07 2.64 55.13 6.13 57.83 571 46.87 3.99 49.92 3.68

2.39 -2.54 8.47 -0.20 073 -0.49 18.19 132 53.68 335 5575 4.56 48.29 290 5171 3.90

0.16 2.08 14.32 2.72 197 198 17.16 3.70 56.21 1.53 59.11 7.73 45.79 524 50.03 6.14

0.92 274 9.23 2,07 -4.93 -1.66 16.04 -0.55 47.50 131 53.55 151 42.44 164 48.79 2.35

177 2.08 9.21 3.76 177 2.00 1775 464 53.63 8.38 57.78 8.00 4867 7.30 5187 7.37

311 3.54 15.97 4.23 -4.16 3.28 15.46 4.24 53.96 9.64 59.90 8.22 49.41 6.11 5172 5.83

119 5.92 17.28 8.30 241 6.64 19.72 8.82 56.88 1131 62.32 13.12 49.33 10.88 52.80 10.03

454 169 1231 321 -0.63 0.86 1433 485 54.09 7.68 56.77 6.71 46.19 6.52 5127 6.77

023 130 12,02 264 -157 176 16,06 3,56 53.83 6.87 56.13 6,61 47.26 535 51,00 5.80

Table 3. Estimated overall FPGA power reduction.

Power Reduction % | Power Reduction %
IArchitecture (Limited Gating) | (Substantial Gating)
ICG_REGION -0.8 6.6
ICG_COLUMN 0.8 7.7
FG_REGION -1.4 6.2
FG_COLUMN 1.1 6.7

incorporated at various points in the clock distributiot-ne

[4]

(5]
(6]
[7]

work. We presented a placement algorithm that incorporates
clock power and locates clock loads accordingly to take ad-

vantage of clock gating architectural enhancements. To our

(8]

knowledge, this work represents the first study of clock gat-

ing architectures in FPGAs. Results show that depending
on the architecture and clock activity, clock power can be

reduced by over 50%.

Future work will involve incorporating the clock gating-

9]

T. Tuan, S. Kao, A. Rahman, S. Das, and S. Trimberger, “A
90nm low-power FPGA for battery-powered applications,”
IEEE Trans. On CAD, vol. 26, no. 2, pp. 296-300, Feb. 2007.
G. Yeap,Practical Low Power Digital VLS Design. Boston,
MA: Kluwer Academic Publishers, 1998.

Q. Wang and S. Roy, “Power minimization by clock root gat-
ing,” in IEEE/ACM ASP-DAC, 2003, pp. 249-254.

M. Donno, A. Ivaldi, L. Benini, and E. Macii, “Clock-
tree power optimization based on RTL clock-gating,” in
IEEE/ACM DAC, 2003, pp. 622—-627.

Q. Wang, S. Gupta, and J. H. Anderson, “Clock power re-
duction for Virtex-5 FPGAs,” irACM/S GDA Int'l Symp. on
FPGAs, 2009, pp. 13-22.

Virtex-6 Family Overview, Xilinx, Inc., San Jose, CA, 2009.

10] Mrtex-5 FPGA Data Sheet, Xilinx, Inc., San Jose, CA, 2007.

(11]

aware placement algorithm into a complete power-aware FPGA

CAD flow, allowing trade-offs between other power-aware [12]
tool phases to be explored. Another future direction ingslv

modeling clock gating within the VPR router to permit ex-

traction of accurate post-routing critical path delay andi-

(13]

connect capacitance. It will also be important to undestan
the impact of gating on timing analysis to ensure functional

correctness is maintained when enable signals are migrateci14
from flip-flops to enable pins on clock network switches.
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